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e Abstract

We calculate here analytically the performance of the polar approach (or phasor) in terms
of signal-to-noise ratio and F values when performing time-domain Fluorescence Life-
time Imaging Microscopy (FLIM) to determine the minimal number of photons neces-
sary for FLIM measurements (which is directly related to the F value), and compare them
to those obtained from a well-known fitting strategy using the Least Square Method
(LSM). The importance of the fluorescence background on the lifetime measurement
precision is also investigated. We demonstrate here that the LSM does not provide the
best estimator of the lifetime parameter for fluorophores exhibiting mono-exponential
intensity decays as soon as fluorescence background is superior to 5%. The polar
approach enables indeed to determine more precisely the lifetime values for a limited
range corresponding to usually encountered fluorescence lifetime values. These theoreti-
cal results are corroborated with Monte Carlo simulations. We finally demonstrate
experimentally that the polar approach allows distinguishing in living cells two fluoro-
phores undetectable with usual time-domain LSM fitting software.  © 2010 International So-
ciety for Advancement of Cytometry

Key terms
fluorescence lifetime imaging microscopy (FLIM); living cell; molecular interactions;
phasor; F-value; LSM

FLUORESCENCE Lifetime Imaging Microscopy (FLIM), which relies on the measure-
ment of the fluorescence lifetime at each pixel in an image, is now routinely performed
in many biological and biophysical laboratories. Since this fluorescence lifetime is sensi-
tive to the local environment of the fluorophore [e.g. [Ca>*], pH, temperature, viscosity,
energy transfer (1)], a large number of biologically relevant questions can now be
assessed without the need for ratiometric measurements. For example, it becomes possi-
ble to visualize and to quantify the dynamic interactions between proteins in vivo by
detecting lifetime modifications associated with Forster Resonance Energy Transfer
(FRET) occurring between two fluorescent probes (a donor and an acceptor) (2,3).

Up to now, a large number of different techniques have been developed and
have been used to measure the fluorescence lifetime. These techniques can be divided
into two main groups: frequency domain methods (4—6) and time domain methods
(7-9). In this article, we limit our study to this second group.

In time domain methods, a series of short pulses of light excites a fluorescent
sample and the consecutive intensity I(f) emitted by this sample is measured. The in-
tensity profile, which can be a single or multi-exponential decay, varies according to:

() = Za;exp(—é) (1)

In most cases, the determination of the different lifetimes t; and contributions g; are
achieved by fitting the collected data at each pixel with this equation with two or
more unknowns. The major problems with this fitting method are that it requires
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computation time and a high level of expertise to obtain reli-
able results, due to the large number of existing minimization
algorithms, the large number of unknown parameters, the cor-
relation between lifetimes and species contributions and the
low number of detected photons in biological samples.

To simplify the analysis of FLIM images and to make it ac-
cessible to the non-expert user, alternative strategies have been
developed (10-12). Among all these techniques, the polar plot or
phasor initially described by Jameson et al. (13) and then devel-
oped by different groups (14,15) is a promising approach. In the
time domain, it consists of converting the standard temporal
FLIM image into frequency domain data by calculating the Fou-
rier sine and cosine transforms for each experimental fluores-
cence decay. These values are then represented in a two-dimen-
sional histogram which corresponds to the polar image. With
this nonfitting approach, a fast and visual representation of fluo-
rescence lifetimes is obtained which greatly facilitated the analysis
of FLIM data. Compared to the standard well-known fitting
method, the qualitative interest of this original approach is
obvious and it has been widely reported in the literature
(12,14,15). However, to the best of our knowledge, none of these
numerous studies addresses the quantitative issues of sensitivity,
minimum lifetime resolution or Signal-to-Noise Ratio (SNR).

In this article, we describe and perform a quantitative
and complete comparison of the two distinct strategies: the fit-
ting method and the polar analysis. For quantifying the per-
formance of each approach, we employ the F value introduced
by Gerritsen et al. (16) which is defined as F = (¢./1)/(cn/N)
where o, is the standard deviation in repeated measurements
of the lifetime value 7 and oy is the standard deviation of the
number of detected photons N. In fluorescence microscopy,
this number of collected photons N is Poisson distributed,
which implies that the SNR is N/ox = 1/v/N. The F value
becomes then F = /N X o /7.

Ultimately, with an ideal lifetime determination proce-
dure, the number of detected photons required to measure
both fluorescence lifetime and intensity is identical. In this
case, the SNR of the lifetime measurement ./t corresponds
exactly to the SNR in fluorescence microscopy and the F value
is equal to unity. However, in real FLIM experiments, ¢,/ is
always superior to 1/y/N and the F value is then always
greater than unity. Consequently, the more F is close to unity,
the better is the lifetime determination procedure.

In the first part of this manuscript, we present the theoreti-
cal F values for an idealized fluorophore exhibiting monoexpo-
nential intensity decay and theoretically study the impact of the
fluorescence background on these values. We then confront these
theoretical values to computed ones obtained from Monte Carlo
simulations. We finally corroborate these simulations with exper-
imental results acquired in the temporal domain with the time
correlated single photon counting (TCSPC) technique.

Theoretical Consideration
We begin by considering an idealized fluorescent sample
whose intensity decay is a monoexponential of lifetime . In

temporal domain methods, the fluorescence emitted by this
sample is caused by the excitation with a Dirac light pulse at
time ¢ = 0. This signal is then recorded by an idealized back-
ground-free lifetime acquisition system composed of k time
channels of width T/k [the Instrumental Response Function
(IRF) of this acquisition system is then identical to the excita-
tion Dirac pulse]. In this case, the fluorescence intensity func-
tion f{(1) is

_exp(—t/1)
M= ep(- D))

which is normalized so that its integral value over the finite
width Tof the measurement window equals unity.

To correctly estimate the unique unknown parameter ©
from a given dataset, several statistical methods exist (17,18). In
this work, we focus our attention on the estimation procedure
that gives the highest accuracy with the minimal number of
data. From the exhaustive work performed by Hall and Sellinger
(18), it has been demonstrated that the most precise strategy to
determine the lifetime parameter is by fitting the collected data
with either the Least Square Method (LSM) or the Maximum
Likelihood Estimator (MLE). This fitting method has been
commonly used and it has been adapted in most iteration-
based commercial software. The variance of the lifetime deter-
mined with the fitting method is also provided in Refs. 18 and
19. From these calculations, we can deduce the F value as

0<t<T (2)

(—r)x(exp(r/k)[l— apr)] R )—1/2
(ep)—1) e
(3)

where r = T/t. For an infinitely small temporal interval of
measurement (or, in other words, for an infinite number of
time channels k), we can simplify this equation as

2 — 2 cosh(r)

Foy = (|7
fi 2+ 1> — 2 cosh(r)’

k— o0 (4)

This expression corresponds to the minimal F value accessible
with an ideal fluorescence lifetime acquisition system. For
example, to measure a lifetime T = 2.5 ns with an acquisition
temporal window of T' = 12.5 ns, this limit is equal to Fz =
1.0981 and it is almost reached for k = 64 time channels (Fg,
= 1.0985).

If we consider now that there is a constant background
noted b underlying the intensity decay, the fluorescence inten-
sity function f(¢) is then defined as

b exp(—t/1)

f(t):?+(1—b)xm, 0<t<T (5)

In this case, there is no analytical expression for the F value of
the fitting method.

Of course, it can be calculated numerically according to Ref.
19. For instance, for the previously described example with an
added constant background b = 0.1, we obtain Fz, = 1.3596. As
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anticipated, when a background is added to the measurement
data, the precision of the lifetime determination deteriorates and
hence the F value is increased. Complete plots of F value of the
fitting method as a function of the parameter r with or without
an added background are illustrated in black in Figure 1.

To avoid these complex fitting algorithm strategies, a pro-
mising alternative approach has been developed and recently
employed in the time domain. This is the polar analysis also
called phasor. Technically, this new representation is obtained
by calculating the Fourier sine and cosine transforms (also
noted [u; v] coordinates) of all temporal decays f(t). With this
mathematical operation, each point in the polar representa-
tion corresponds to a single intensity decay curve present in
each FLIM image pixel. More details can be found in (12,20).
The u- and v- coordinates of a monoexponential temporal
decay f(t) are then simply defined by

o) — fon(t.)TX cos(wt)dt _ 1 ©
Jo f(o)at 1+ w?t?
V((,U) _ fon(t)X sin(wt)dt _ wT (7)

14 w?t?

T
Jo f()at
where o is the laser repetition frequency. From these equa-
tions, we can deduce the phase and modulation lifetime values

7,, and 1, which are well known parameters in the frequency
domain (1)

S S (8)
"o\ w(w) + (o)

I

F-value

To determine the theoretical F value of the polar approach, we
have applied for the temporal domain the method described
by Philip and Carlsson in frequency domain lifetime imaging
techniques (21). In this work, we consider a fluorescent sam-
ple exhibiting monoexponential intensity decay. For such a
sample, the phase and modulation lifetimes are equivalent. We
then define the mean lifetime © = (t,, + 7,)/2 and calculate
analytically the F value in this case (the detailed calculation is
presented in the Supporting Information Appendix). We

obtain
4m? /872 + 512
14+ — | X\ ——— 10
<+r2> 1672 + r? (10)

with the same parameter r = T/t. Note that this theoretical F
value has been obtained with a continuous probability distri-
bution (which corresponds to an infinite number of time
channels k). It is then obvious that in this case, F
is independent of k. Moreover, the numerical integration
errors of the u and v coordinates that may occur in real experi-
ments are not considered in these calculations.

By applying this equation to the same fluorescent sample
of lifetime 7 = 2.5 ns acquired on a temporal window of T =
12.5 ns, we found F,op,r = 1.3617. The theoretical accuracy of
the fluorescence lifetime measurement performed with the po-
lar approach is then slightly worse (25%) than one obtained
with the standard fitting method.

When a background intensity b is added to the idea-
lized fluorescence intensity f(t), we can also calculate ana-
lytically the expression of F value deduced from the polar
procedure (see Supporting Information Appendix for
details). This expression is

F polar —

N =

1.4 T T T
- (b) r=7

— Fitting method
—— Polar approach 7

1 . L ) .
0 0.02 0.04 0.06 0.08 0.1
fluorescence background &

Figure 1. (a) Plots of theoretical Fvalue of both the fitting method (in black) and the polar approach (in gray) as a function of r = T/t where
T is the total width of the measurement window and 7 is the fluorescence lifetime. Calculations are performed for mono-exponential tem-
poral decay with (dashed lines) and without fluorescence background b (plain lines). The theoretical ratio F/Fpolar is represented in the
inset. Note that the ratio of 1 is also indicated as a gray line. (b) Theoretical F values of both the fitting method (in black) and the polar
approach (in gray) as a function of the fluorescence background b for r = 7. The polar approach becomes more precise than the fitting

method when the fluorescence background is superior to 5%.
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r2

32t

1 47’ 1 r2(—16m* + 56m212 4 314)
Fpolar5<1+—)\/m(8n2+5f2+b (11)

Note that we well retrieve Eq. (10) in the absence of fluores-
cence background (b = 0). If we consider the same previous
example with an added background b = 10%, we have Foj,r
= 1.3991 which is almost identical to Fg obtained with the fit-
ting method. It is thus interesting to plot F,op.r as a function
of r (cf. Fig. 1) and to compare Fo and Fg. We remark in
Figure 1 that in the presence of background, the theoretical
gain of the polar analysis over the fitting procedure is
improved in comparison with the background free case for r
< 10 (or t > 1.25 ns when T'= 12.5 ns and b = 0.1). The life-
time precision accessible with the polar approach can even be
better than that obtained with the well-known fitting
method (or in other words Fgi/ Fyolar>1) for the lifetime range
1.25 < 7 < 2.5 ns (with T = 12.5 ns) when the fluorescence
background b is superior to 5% (Fig. 1b).

However, in all these calculations, in order to resolve F
values analytically, we have considered a constant known
background which is not true in typical experimental condi-
tions. In a usual acquisition situation, this parameter is totally
unknown and it also has to be estimated. As previously shown
by Koéllner and Wolfrum for the fitting method (19), Fg
becomes notably larger than the expected value when b is
unknown and it can even be doubled. Concerning the polar
approach, the effects of an unknown background on the life-
time measurement have never been studied. In the following
sections of this manuscript, we study these effects by consider-
ing simulated data and we then confront the results to the the-
ory.

MATERIALS AND METHODS

Monte Carlo Simulations

To assess the effect of fluorescence background on the
calculated lifetimes, Monte Carlo simulations are per-
formed on a computer by generating FLIM images with
controlled parameters. Succinctly, each simulated temporal
decay (composed of N photons divided in k time channels)
is computed from a random number generator whose den-
sity probability function is the theoretical fluorescence pro-
file I(t) described in Eq. (1). These simulated N photons are
Poisson distributed to mimic the characteristics of the opti-
cal acquisition system. A more detailed description of the
Monte Carlo algorithm used is provided in (10). To simu-
late the fluorescence background we finally added to each
temporal decay, a number N, of photons which are also in-
dependently Poisson distributed with mean value N, and
standard deviation /N, corresponding to the photon shot
noise. To be as close as possible to usual experimental condi-
tions, we assume a laser repetition frequency of 80 MHz
(which corresponds to a pulse repetition period of 12.5 ns)
and a measurement window width 7' = 11.25 ns. All simula-
tions are performed with 64 time channels since the F value
limit is almost reached for this number of intervals.

FLIM Image Analysis

To compare both analysis methods (polar approach and
fitting strategy), the simulated data are afterward processed
without fixing any parameters (all parameters free).

With the polar approach, fluorescence lifetimes are calcu-
lated with a custom-made software named MAPI (IRI, USR
3078 CNRS, BCF). This software computes the polar image by
calculating the Fourier sine and cosine transforms of all exper-
imental points and calculates the phase and modulation life-
times 7,, and 7,, defined in Egs. (8) and (9) and then the mean
lifetime © = (t,, + 7,,)/2. For a sample with a single exponen-
tial intensity decay, this mean lifetime corresponds to the
desired lifetime value. To obtain correct lifetime values, we
need that temporal decays are background corrected (see Sup-
porting Information Appendix for details). To do this, we esti-
mate an average background that we subtract from the experi-
mental FLIM images. This average background is calculated by
summing the three first temporal channels in all image pixels
and then by dividing this sum by three times the total number
of pixels.

When the commonly-used fitting strategy is applied, the
lifetime values are determined by fitting each simulated point
with mono-exponential intensity decay using the standard
least square method with Levenberg-Marquardt algorithm (7).
To do this, the commercially available SPC Image software
(version 2.9.9.29107, Becker & Hickl GmbH) is used. We
employ the multiexponential decay fitting model (with a sin-
gle component) with trapezoid integration, minimal parame-
ter constraints (min lifetime: 20ps; max lifetime: 30,000 ps;
min ratio: 1) and standard algorithmic settings (10 iterations
and Ay® = 0.001). We first apply this fitting strategy to the
subtracted FLIM image described previously, but the minimi-
zation algorithm in this case is not stable which leads to a shift
in the mean fluorescence lifetime and a degradation of stand-
ard deviation (data not shown). In this work, we perform our
fitting strategy on the whole FLIM image.

Cell Culture and Transfection

HEK293 cells stably expressing histone H2A fused to
Cyan Fluorescent Protein (CFP) were grown in plastic flasks at
37°C in 5% CO, in Dulbecco’s modified Eagle’s medium
(GIBCO/BRL) supplemented with 10% fetal calf serum. Cells
were plated on 32-mm diameter glass coverslips 18 h before
transfection. FuGENE HD (Roche Diagnostics) was used
according to the manufacturer’s recommendations for trans-
fection of memb-eGFP (memb-eGFP plasmid was derived
from memb-mCherry (22) and was kindly provided by Dr.
Franck Riquet). This protein labels cell membranes. For FLIM
imaging, culture medium was replaced by L15 medium
(GIBCO/BRL) that allows pH stabilization during experi-
ments. The transfected cells were placed in a temperature-con-
trolled chamber during FLIM acquisitions.

152 Quantitative Comparison of Polar Approach vs. Fitting Method in Time Domain FLIM Image Analysis
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REesurrs

Monte Carlo Simulations

To evaluate and to compare the precision of both FLIM
image analysis procedures (fitting methods and polar
approach), we have represented in the first part of this work
the simulated F values as a function of r = T/t for each analy-
sis strategy and we have compared them with the theory. We
then have computed FLIM images of 64 X 64 pixels with a
single fluorescence lifetime varying from 0.5 to 10 ns. For each
image, we have considered two different background levels: b
= 0 and b = 0.1. From these simulated data, we have deduced
the mean lifetime and the standard deviation of the lifetime
determination for both analysis procedures and hence derived
the corresponding F value. The results obtained are reported
in Figure 2.

In the absence of background, the lifetime precision of
each FLIM image analysis strategy is almost identical (which is
materialized by F values of the same order in Fig. 2). With the
polar approach, we note that our simulated results are in good
accordance with the theory which is not the case for the fitting
method. This can be explained by the fact that the theoretical
F value is independent of the minimization algorithm consid-
ered. In fact, there exist a large number of different minimiza-
tion algorithms that have specific advantages like robustness,
precision, or short calculation times and that may notably
influence the F values (in this work we have employed the
commonly used Levenberg-Marquardt algorithm). When add-
ing a fluorescence background (b = 0.1), the simulated F
values determined from the standard fitting method are now
extremely different from the theory (Fig. 2). We note also that
the simulated F values calculated with the polar approach (in
accord with the theory) are significantly lower than those
obtained with the standard fitting procedure for 3.5 < r <

T (ns)
0o 2 1 066 05
7 ] (a) b — 0 count T ¥ ]
—o—polar approach
. —— fitting method ]
100} ]
0 i
0 1 2 ]
- M H
10 15 20

17.5 (which almost corresponds to 0.5 < 7 < 3 ns). In other
words, theoretically and experimentally, for fluorescence life-
time values commonly encountered in biology and when addi-
tional background is present, the measurement accuracy acces-
sible with the polar approach is better than those obtained
with the fitting method.

To illustrate the importance of this result, we have then
studied the smallest resolvable lifetime difference for both
analysis methods. To do this, we have computed FLIM images
containing four adjacent regions with usual lifetimes of 2.4,
2.5, 2.6, and 2.7 ns, respectively (Fig. 3). If the number of
background photons is zero (b = 0), each image region is
clearly discernible and one clearly sees a separation between
individual peaks in the histograms, whatever analysis method
applied. In the absence of background, the precision of the
measurement allows to resolve lifetime differences between
individual regions (100 ps). When background is added to the
data in the same manner as previously described (to obtain b
= 0.1), each individual peak corresponding to each lifetime
region is clearly separated with the polar approach whereas it
is not the case with the fitting method, probably due to the
convergence of the minimization algorithm to a local, rather
than a global minimum. Note that, as anticipated from Figure
2, the measurement precision increases when the fluorescence
lifetime decreases.

Additional simulations have been performed to quantify
the lifetime resolution in FLIM images. These simulated data
are constituted of two distinct regions of 8,192 pixels. One of
them has been computed with a single fluorescence lifetime ©
= 2.5 ns and the other one with a single smaller variable life-
time. For quantifying the minimal lifetime resolution we then
plot the lifetime distribution for each simulated image and we
use the notion of contrast C defined as

7 (ns)
10 2 1 0.66 0.5
[} ! ' !
nt T T
7_:| '|‘ (b) b=0.1 o ]
200
\ | - polarapproach ’
1l - fitting method ]
) [
B 5t Yot 100 ]
A%
g ]
‘I \\ 0
3 o 0 1 2 2T
b \\ \:' . . . ’-‘_.__—‘_
: . .
0 5 10 15 20

r

Figure 2. Plots of F-value as a function of r = T/t without (a) or with (b) fluorescence background. The lifetime values t calculated with a
measurement window T = 10 ns are also indicated in the upper part of the plots. The theoretical Fvalues (lines) are compared to the simu-
lated results (dots) for both the standard fitting method (in black) and the polar approach (in gray). All simulations are performed with
4,096 pixels and N = 900 photons. We have also represented in the insets the histograms of the fitting estimator 5 for r = 5.66, to show

that the minimization algorithm is well converging and stable.
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(al) fitting method (b=0) (b1) polar approach (b=0)
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Figure 3. Simulated images to establish the smallest resolvable lifetime differences of both the fitting method (a) and the polar approach
(b). All images are composed of four adjacent regions of 4,096 pixels, each with increasing lifetimes varying from 2.4 to 2.7 ns, with 100 ps
steps. Two fluorescence background levels are considered: b = 0 (1) and b = 0.1 (2). Below each image, the lifetime distributions of the
entire image of N = 16,384 pixels is plotted. To improve the signal-to-noise ratio, the intensity images are binned with a factor n = 2 corre-
sponding to a surface of 5 X 5 pixels. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]
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Imax - Imin
C=—"—— 12
Imax + Imin ( )

where I, is the mean maximum count of both peaks of the life-
time distribution and I, is the minimum count found between
them. Using this definition, several resolution criteria can be
used. For example, the Rayleigh criterion, which is well known in
spatial resolution, corresponds to a contrast C = 26.4%. In this
work, we have considered that the separation between the two
peaks is achieved for a contrast superior to 50%. Figure 4 shows
this minimal lifetime resolution as a function of SNR for two dif-
ferent Signal-to-Background Ratio (SBR) (SBR = N/N): an infi-
nite SBR (or N, = 0) and SBR = 10. Note that the SNR ratio is
only dependent on the number of simulated photons N and it is
equal to N/4/N. It is then completely different from SBR =
N/Ny, which is associated with both N and N, (the number of
background photons).

For each SBR, the smallest resolvable lifetime exhibits a
nonlinear dependence on the SNR (cf. Fig. 4). When simula-
tions are fluorescence background free, the minimum lifetime
differences detectable in FLIM images with the standard fitting
method are slightly better than those calculated with the polar
approach (as anticipated from Fig. 2). For N, = 0.1N, the
situation is notably different. We note indeed a non-negligible
degradation of the lifetime resolution when FLIM images are
analyzed with the standard fitting method whereas they are
almost unaffected by the background with the polar approach.
As previously mentioned, with additional background as an
unknown parameter, the robustness of the minimization algo-
rithm used in the fitting method is altered (convergence to
local minimum). Consequently, the smallest lifetime differ-
ences resolvable by analyzing FLIM images with the standard
fitting method are clearly inferior to that reachable with the
polar approach. In other words, FLIM image analysis with the
polar approach enables to separate two fluorescence lifetimes

1 T T T T

L o —e=Fitting method (N, = 0) (a)
0.8 | -=Polarapproach (N,=0) ]
'-| --Fitting method (N, = N/10)
o~ 0.6+ -o-Polarapproach (N,=N/10) .
: 1N
&
< 04} -
0.2+ -
0L i : 1 ‘
0 100 200 300 400 500

SNR

which are not distinguishable with the standard fitting
method. Moreover, this gain in lifetime resolution with the
polar approach is nonlinearly dependent on the SNR and it is
particularly significant when SNR < 100, or N < 10,000
photons (cf. Fig. 4b). For example, a SNR of 20 and 60 results
respectively in a gain in minimum resolvable lifetime differ-
ence of 310 and 50 ps. We would like to insist on the fact that
these SNR values (SNR = 20 and 60) which are equivalent to
a total number of photons of 400 and 3,600, respectively con-
sidering Poisson shot noise, correspond to typical experimen-
tal conditions encountered during FLIM acquisitions. Note
that this measurement precision between two regions within
the same image, which can be described as intra-image resolu-
tion, is completely different from the measurement precision
between two different images (or inter-image precision). This
inter-image precision is also an important issue to correctly
quantify the performance of each FLIM image analysis proce-
dure. In this work, we have not considered the inter-image
precision directly but we have focused on a related quantity:
the sensitivity which is defined as the minimal number of
photons necessary to achieve a given accuracy in lifetime
measurements. This fundamental quantity is hence required
for minimizing the FLIM acquisition time and consequently
reducing potential photodamage in sensitive samples such as
living cells and tissues.

To evaluate this sensitivity, we have simulated FLIM
images with different numbers of photons N and have then
compared the measured fluorescence lifetimes deduced by
both the fitting method and the polar approach with the true
simulated lifetimes. When at least 99% of the 4,096 image pix-
els have the desired lifetime precision, we have considered that
the lifetime measurement was correctly performed. The results
are presented in Figure 5 for a simulated single lifetime 7 =
2.5 ns with two different SBR.

In the absence of background photons (N, = 0), as
anticipated, the minimal number of collected photons N

03te —+N,=0 (b)
I o= N,=N/10

~_ F B
“:’ |
< a3f ! 1
L; 1
2 1
= o 1
< <
=
<

0 100 200 300 400 500
SNR

Figure 4. (a) Minimum resolvable lifetime differences between two regions within single lifetime image (Ar) detectable with the fitting
method (black) and the polar approach (gray) in the absence (N, = 0) and presence of background (N, = N/10) as a function of signal-to-noise
ratio SNR. To emphasize the superiority of the polar approach over the standard fitting method we represent the inter-image resolution dif-
ference At — Atporar in (b). Results are shown for 7 = 2.5 ns, T = 11.25 ns and a lifetime contrast superior to 50%. Note that the zero differ-
ence is also indicated as a black dotted line.
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10° - . - = : : : ‘
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Figure 5. (a) Comparison of the sensitivity reachable with both the standard fitting method (in black) and the polar approach (in gray) for
SBR = oo and SBR = 10. Simulated lifetime measurements are performed for a fluorophore with a single lifetime component t = 2.5 ns
and T = 11.25 ns (r = 4.5). (b) Ratio of the previous sensitivity curves of the fitting method over the polar approach without (N, = 0) or with
fluorescence background N, = N/10) to stress the interest of the polar approach. When this ratio is equal to unity (represented in black

dotted line), both methods are equivalent. The gain in sensitivity with the polar approach is materialized by a ratio superior to 1.

increases when the desired precision is higher and the sensitiv-
ity of FLIM image analysis performed with the fitting method
is slightly improved in comparison with those performed with
the polar approach. For example, 38,000 and 27,000 photons
are required for measuring a lifetime © = 2.5 ns with a preci-
sion of 99% by applying respectively the polar approach and
the fitting method. In other words, the ratio of the minimal
number of photons required in the fitting method over those
required in the polar approach Ngi/Npla is slightly inferior to
unity (cf. Fig. 5b). When fluorescence background is present
(SBR = 10), the sensitivity of the polar approach which is
almost identical to the background free case becomes signifi-
cantly higher than the sensitivity of the standard fitting
method. As shown in Figure 5b, the minimal number of
photons required for reaching an accuracy superior to 70% is
reduced by a factor of 3/2 when using the polar approach. For
instance, if we consider the previously described example, one
need 42,000 and 64,000 photons to measure with 99% accu-
racy a lifetime of © = 2.5 ns with respectively the polar plot
and the fitting method for b = 0.1. Therefore, with the polar
analysis, we can achieve similar precision lifetime measure-
ments with shorter acquisition time in comparison with com-
monly-used fitting procedures.

Experimental Application

To corroborate the previous simulated results and to con-
firm the interest of the polar analysis over standard fitting pro-
cedures, we realized FLIM acquisition on living cells. For these
FLIM experiments, a modelocked Ti:sapphire laser beam is
focused into a sample, and the resulting two photon excitation
fluorescence (TPEF) is epicollected and routed to an MCP-
PMT detector (R3809U-52, Hamamatsu). This system
detailed in Ref. 9 allows accurate and reproducible acquisition
of fluorescence lifetimes. HEK293 transfected cells were
imaged with a 63X oil-immersion objective (NA = 1.4,

Leica), scanned with 400-Hz frequency and the resulting
images were stored in a 128 X 128 pixel frame. The femtose-
cond Ti:Sa oscillator was tuned to the wavelength of 880 nm
and the laser power was limited to about 3 mW (at objective
focal point) to avoid photobleaching. The overall acquisition
time of a complete image took 5 min. For each experiment,
we verified that fluorophores had not been photodamaged
and/or photobleached.

When performing FLIM image analysis of HEK293 cells
co-expressing H2A-CFP and memb-eGFP (Fig. 6), we clearly
distinguish with the polar procedure two spots corresponding
to two different fluorescent labels. One spot localized on the
semi-circle is attributed to eGFP which is a well-known single
exponential decay fluorophore (Fig. 6a). The other one located
inside the semi-circle indicates that multiple lifetime compo-
nents are present; it is allocated to the CFP label. Given that
these two spots are well discriminated with their phase values,
we represent the phase lifetime 7, image in Figure 6c. As
anticipated with the polar plot, this FLIM image exhibits two
lifetime populations: the higher lifetime values are confined in
the membrane (eGFP) and the lower values in the nuclei
(CFP). From this FLIM image, each fluorescent label is thus
easily identified.

If we compare this image with the image obtained with
the standard fitting procedure (Fig. 6d), one can clearly evalu-
ate the advantage of the polar analysis over the standard fitting
method. As indicated by lifetime histograms in Figure 6b, the
polar approach allows separating two fluorescent lifetime
populations (labeling respectively the cell membrane and the
nucleus) which are not distinguishable with the standard fit-
ting procedure.

DiscussioN
We have demonstrated herein that the widely used stand-
ard fitting method is extremely dependent on the fluorescence

156 Quantitative Comparison of Polar Approach vs. Fitting Method in Time Domain FLIM Image Analysis



ORIGINAL ARTICLE

—1, (polar)
[ —r(fit)

5 0.04}
Q
[¥]
-
(7] F
Pl
=
E 0.02f
[=]
(=}

0 L L

1.5 2 2.5

lifetime (ns)

Figure 6. (a) Polar representation of HEK293 cells co-expressing H2A-CFP and memb-eGFP. Note that both fluorescent labels are well sepa-
rated. The fluorescence lifetime images obtained with the polar approach and the standard fitting procedure are represented respectively
in (¢) and (d). Scale bar: 50 um. The corresponding lifetime histograms of both methods are plotted in (b). [Color figure can be viewed in

the online issue, which is available at wileyonlinelibrary.com.]

background which is always present in time-domain FLIM
image experiments. The signal-to-noise ratio as well as the
sensitivity and the lifetime resolution are severely degraded
when this parasite background has to be estimated (19) due to
the fitting algorithm strategy. The situation is notably different
when FLIM image analysis is performed with the polar
approach. We have thus demonstrated that the signal-to-noise
ratio as well as the sensitivity and lifetime resolution calcu-
lated with the polar approach are weakly affected by this fluo-
rescence background. The benefit of using this nonfitting po-
lar approach becomes then evident in biological samples.

As previously mentioned, the simulated F values achieved
with the fitting method and presented in this work are signifi-
cantly higher than anticipated by theory. This is largely due to
the fact that the robustness of the minimization algorithm
used in the fitting method is altered when the fluorescence
background is an additional unknown fitting parameter (the
minimization algorithm has probably found a local mini-
mum). To improve the concordance between simulation and
theory and to converge towards the global, rather than a local
minimum, a simple solution would consist in using more ro-
bust fitting algorithms. However this will extend the fluores-
cence lifetime determination time. We have performed all our
lifetime measurements by using widely used and commercially
available fitting software called SPCImage (Becker & Hickl)
using the Levenberg-Marquardt algorithm which has the
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advantage to be a good compromise between optimization
speed and lifetime precision. We have also tested another
FLIM image analysis software called Tri2 (23) from the Gray
Cancer Institute for Radiation Oncology and Biology (Univer-
sity of Oxford, UK) and obtained comparable results when fit-
ting pixel by pixel with Levenberg-Marquardt algorithm and
all parameters free (data not shown). It would be interesting
in a future work to compare these results with other fitting
algorithms and estimation procedures (like the maximum
likelihood estimation). To the best of our knowledge, such an
exhaustive study has never been reported in the presence of
fluorescence background.

Even if we use a fitting algorithm enabling to perfectly
match simulated and theoretical F values (ideal case), we
remind the reader that the polar approach allows reaching
higher lifetime precision than the fitting method in presence
of low background (b > 0.05) which is always present in time-
domain FLIM experiments. The gain of the polar approach
over the fitting method is low but non negligible (<10%) for
a limited range (1.25 < t© < 2.5 ns when T = 12.5 ns). We
emphasize the fact that this limited range coincides exactly
with experimental lifetime values of fluorophores commonly
used in FRET experiments (eGFP or CFP).

Note that, in this present work, we have supposed both
theoretically and experimentally that the IRF of our FLIM ac-
quisition system was a Dirac delta function. This assumption
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which is valid for our specific system since the full width half
maximum of its measured IRF is 32 ps (9) is not generally cor-
rect. In this case, in order to obtain exact lifetime values, it is
necessary to deconvolute all fluorescence intensity decays from
the experimental IRF before determining fluorescence lifetime
with the polar approach or the fitting method. If this IRF
deconvolution is correctly performed, the intensity decays
become equivalent to those obtained with Dirac delta func-
tion. Consequently, all the results presented in this work are
still valid.

For the simulated resolution and sensitivity studies pro-
vided here, we have considered particular lifetime values 7 =
2.5 ns and fluorescence background N, (N, = N/10). While
this is a usual lifetime value and a typical fluorescence back-
ground encountered in FLIM experiments (9), our study is
also easily transposable to more general experimental condi-
tions thanks to our theoretical F values treatment.

Finally, with our theoretical treatment presented here
[Eq. (11)], when fluorescence background is present, we
demonstrate that the least square method does not provide
the best estimator of the lifetime parameter for fluorophores
exhibiting mono-exponential intensity decays. In this
study, we demonstrate indeed that the polar approach allows
determining more accurate lifetime values for a limited range
(1.25 < t < 2.5 ns when T = 12.5 ns and b > 0.05). This
study could also be extended for samples emitting biexponen-
tial intensity decays (like in FRET experiments):
I(t) = ayexp(—t/71) + (1 — a1) exp(—1t/12) . For such sam-
ples, it is possible to determine the lifetime components
numerically by fixing the donor lifetime in the absence of
acceptor 7, and by solving the system of Egs. (6) and (7) (as
described in Ref. 20). In this case, the polar approach con-
tinues to help, however with reduced benefits due to the
necessity to fix one unknown parameter in order to determine
other lifetime components. A theoretical treatment of these
benefits in presence of background is under investigation.
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